
DOI: 10.61525/S231243500031369-3� Original Article / Оригинальная статья

Legal Regulation of Artificial Intelligence  
and Robotics in the Energy Industry in the Russian 

Federation: Challenges and Opportunities

Kologermanskaya E.M. 

PhD (Law), Legal Counsel at PromHim, LLC
E-mail: ekaterina.kologermanskaya@gmail.com

Abstract. The energy industry is one of the dynamically developing and investment-worthy areas 
where new technology is being actively introduced. The agenda is focused on digitalization and one 
of its most important products, artificial intelligence, as a popular and promising set of IT solutions 
applied in various areas, including the fuel and energy complex (FEC). The main risk of the full AI 
technology integration in the energy complex, as well as the creation of favorable investment con-
ditions for its further development, is the imperfection of the legal and regulatory framework gov-
erning general and industrial aspects. This article analyzes the current state of legal regulation of AI 
and robotics in the energy industry of the Russian Federation, and also provides some examples of 
foreign legal experience on the topic under consideration. The jurisdictions of the European Union 
(with the subsequent implementation of legal norms into the national laws of the member States) 
and the United Kingdom were chosen as promising examples. It should be noted that in each of the 
selected states, a whole set of policy documents was adopted that consolidate the goals and objec-
tives of AI development, as well as identify the main threats to the further integration of this tech-
nology into different economic realms, including energy. Besides, there are material differences in 
legislative approaches. The combination of the experience studied makes it possible to improve na-
tional laws on AI and robotics integration in the Russian FEC. It seems necessary to perform uni-
fication at the level of the federal law regulating the general provisions on AI. Besides, it is required 
to update special energy industry laws, including through the adoption of new energy security reg-
ulations at the substatutory level. 
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Аннотация. Энергетическая отрасль экономики — одна из динамично развивающихся и ин-
вестиционно выгодных сферы, куда активно внедряются новые технологии. На повестке 
дня стоит цифровизация и один из ее важнейших продуктов — ​искусственный интеллект 
(далее — ИИ) как популярный и перспективный комплекс технологических решений, при-
меняемых в различных сферах, в том числе и ТЭК. В качестве основного риска полноцен-
ного внедрения технологий ИИ в энергетический комплекс, а также создания инвестици-
онно выгодных условий для их дальнейшего развития отмечают несовершенство норматив-
но-правовой базы, регулирующей общие и отраслевые аспекты. В представленной статье 
анализируется современное состояние правового регулирования технологий ИИ и робото-
техники в энергетической сфере Российской Федерации, а также приведены некоторые при-
меры зарубежного правового опыта по рассматриваемой теме. В качестве перспективных 
примеров были выбраны юрисдикции Европейского союза (с последующим внедрением 
правовых норм в национальное законодательство государств-членов) и Великобритании. 
Следует отметить, что в каждом из выбранных государств был принят целый комплекс прог-
раммных документов, закрепляющих цели и задачи развития ИИ, а также определяющих 
основные угрозы дальнейшего внедрения данных технологий в различные сферы экономи-
ки, а том числе энергетическую. В то же время имеют место и существенные различия в за-
конодательных подходах. Совокупность изученного опыта позволяет совершенствовать на-
циональное законодательство в сфере внедрения технологий ИИ и робототехники в ТЭК 
РФ. Представляется необходимым проведение унификации на уровне федерального зако-
на, регулирующего общие положения ИИ. Кроме того, требуется актуализация специаль-
ного законодательства в области энергетики, в том числе путем принятия новых норматив-
но-правовых актов на уровне подзаконного регулирования, обеспечивающих энергетиче-
скую безопасность.

Ключевые слова: энергетическое право, топливно-энергетический комплекс, энергетиче-
ское технологии искусственного интеллекта, энергетическая безопасность, робототехника.
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Introduction

Energy industry is one of the leading industries, 
where the latest technologies are being actively in-
tegrated. Its innovativeness is justified both by the 
FEC complex nature, the consolidation of differ-
ent industries, and by the rapid development of 
science and technology. Moreover, the develop-
ment of the energy industry is influenced by 

current trends, for example, the integration of 
ideas for hydrogen and low-carbon energy, the de-
velopment of green approaches, the renewable en-
ergy transition, etc.

Thus, among the numerous processes of Indus-
try 4.0, digitalization and one of its most impor-
tant products, artificial intelligence (hereinafter the 
“artificial intelligence”, “AI”) are on the agenda, 
as a popular and promising set of IT solutions 
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applied in different spheres of life and activities of 
the state and society.

The focus of the scientific and practical commu-
nity is now on the possibility of integrating AI 
technology into the FEC. For the Russian Feder-
ation, this area is also of priority and investment-
worthy, which is confirmed by statistical studies 
[1]:

1)  in terms of the number of generative AI mod-
els, the Russian Federation ranks 4th in the world, 
and in terms of the total power of supercomputers, 
it is among the top 10 states;

2)  by the end of 2022, the Russian AI market 
size exceeded ₽650 billion;

3)  as of 2021, machine learning methods are 
most often applied in the electricity industry, at the 
level of 11%.

The main risk of the full AI technology integra-
tion in the FEC, as well as the creation of favor-
able investment conditions for its further develop-
ment, is the imperfection of the legal and regula-
tory framework governing general and industrial 
aspects.

To this day, there are a large number of exam-
ples of the AI application by large energy compa-
nies. For example, ROSSETI Group applies AI in-
tegration approaches to control over the correct 
functioning of digital electrical grid protection and 
automation systems [2]. Moreover, AI-based ro-
botic consultants provide customer service in the 
Unified Settlement and Information Center of 
RusHydro Group [3].

Thus, given the speed of the integration of new 
technology, there is a lag of law. There are areas 
that are not legally regulated, and the principle of 
timely lawmaking is not implemented. There is 
a risk that the legal and regulatory framework will 
not be flexible enough or will be otherwise unsuit-
able for realizing all the advantages of new tech-
nologies [4].

Indeed, AI technology is quite a  promising 
method for solving objectives of remote control, 
improving energy efficiency, monitoring and con-
trolling the state of energy resources and energy fa-
cilities, as well as optimizing the renewable energy 
resource distribution.

Despite the significant advantages of using AI in 
the energy industry, significant risks cannot be ig-
nored in ensuring the principles of security, 

stability of energy supply and a balance between 
private and public interests.

As  V.V.  Romanova rightly notes, in order to 
solve the strategic objectives of the energy indus-
try development, it is required to develop a legal 
framework whereby digital technology will be ap-
plied when accounting for extracted, produced, de-
livered, transferred, transported, stored energy re-
sources, the functioning of energy systems and fa-
cilities, the activities and interaction of energy 
market participants, in contractual regulation and 
when considering disputes will be carried out. Be-
sides, it is emphasized that it is advisable to con-
duct fundamental research on the challenges of le-
gal regulation related to the application of digital 
technology in order to develop scientific provisions 
whereby a legal regulation system for the digital 
technology application in the energy industry can 
be developed and can function [5].

Moreover, it should be noted that in relation to 
the application of AI technology in the Russian 
FEC, the following areas can be distinguished [6]:

1)  industrial robotics, as well as the use of au-
tonomous complexes, including the operation of 
energy facilities where human access is limited or 
absent;

2)  work with big data is the most comprehen-
sive aspect (from data monitoring to accelerating 
the process of making right decisions and imple-
menting automated control);

3)  information security, including the provision 
of state secrets, trade secrets and other types of in-
formation.

These areas are rightly an independent subject 
of scientific research by Russian and foreign scien-
tists and practitioners [7]. In this regard, this study 
is mainly devoted to the first area.

Consequently, this article analyzes the current 
state of legal regulation of AI and robotics in the 
energy industry of the Russian Federation, and 
also provides some examples of foreign legal expe-
rience on the topic under consideration.

Current Status of Legal 
Regulation of AI and Robotics  

in the Energy Industry  
in the Russian Federation

To this day, the level of legal regulation of these 
public relations is at the nascent stage. When 
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analyzing the topic under consideration, we should 
pay attention to a number of strategic planning 
documents.

1.  The National AI Development Strategy for 
the period until 2030 [8] is the main instrument for 
state and legal regulation of the area under consid-
eration.

According to Clause 5(a), AI is understood as 
a set of IT solutions that allow simulating human 
cognitive functions (including searching for solu-
tions without a predetermined algorithm) and ob-
taining results comparable to or superior to the re-
sults of human intellectual activity when perform-
ing specific tasks. The set of IT solutions includes 
information and communication infrastructure, 
software (including those that apply machine 
learning methods), processes and services for data 
processing and finding solutions.

The above definition is basic and legitimate, and 
is used in other regulations related to the social re-
lations being studied.

In accordance with Clause 51(7)(f), the FEC 
acts as one of the industries and a social sector, 
where the AI technology integration is stimulated 
by creating pilot zones for testing and demonstrat-
ing AI developments.

Besides, one of the objectives of the AI develop-
ment in the Russian Federation is “the creation of 
a comprehensive legal and regulatory framework 
for public relations related to the AI technology 
development and application, ensuring the safe ap-
plication of such technology” (Clause 24(g)).

2.  The Energy Security Doctrine [9] is a strate-
gic planning document in the maintenance of the 
national security of the Russian Federation, which 
describes official views on the maintenance of en-
ergy security.

Thus, among the cross-border challenges to en-
ergy security, the Doctrine indicates “the develop-
ment and dissemination of emerging technologies, 
including digital and intellectual ones”.

It is noted that there is a need for balanced de-
velopment of local distributed energy sources inte-
grated into the Unified Energy System of Russia, 
and the formation of local intelligent energy sys-
tems involving such sources.

Such development is possible only through the 
creation of a clear legal and regulatory framework 
that sets out the basic requirements for the AI 

technology technical characteristics and perfor-
mance.

3.  The Digital Economy of the Russian Feder-
ation national program [10], among the main ob-
jectives of which is the transformation of priority 
industries and social realm, including healthcare, 
education, industry, agriculture, construction, 
municipal facilities, transport and energy infra-
structure, financial services, through the integra-
tion of digital technologies and platform solutions.

With regard to the integration of AI and robot-
ics, the program defines the following:

—  the need to develop information security 
standards in relation to systems implementing AI 
technology (Clause 1.26);

—  analysis of information security threats in 
systems using AI technology according to existing 
standards; development of AI pilot projects 
(Clause 1.29).

4.  The Concept for the Regulation of AI and 
Robotics until 2024 [11], the objectives of which 
are as follows:

—  identification of the main approaches to the 
transformation of the regulatory system to ensure 
the possibility of creating and applying such tech-
nologies in different economic realms while re-
specting the rights of citizens and ensuring the se-
curity of an individual, society and the state;

—  creation of prerequisites for the formation of 
the foundations for legal regulation of new social 
relations emerging in connection with the devel-
opment and application of AI and robotics tech-
nologies and Ai- and robotics-based systems, as 
well as identifying legal barriers that impede the 
development and application of these systems.

As noted in the Concept, currently there is no 
special legislative regulation in the Russian Feder-
ation that takes into account the specifics of the 
application of AI and robotics technologies.

It is believed that the use of experimental legal 
frameworks will be in demand, including for the 
AI system and robotics of the FEC. Thus, energy 
industry is a realm where a mechanism for simpli-
fied introduction of products using the technolo-
gies under consideration can be used. Additional-
ly, AI and robotics technologies help significantly 
improve the efficiency of enterprises in mechani-
cal engineering, metallurgy, mining, oil and gas 
sector, chemical industry, and other industries.
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Besides, the Concept establishes other industry-
wide objectives of regulating the application of AI 
and robotics technologies, including those related 
to the energy industry, e.g., legal liability in the 
case of the application of AI and robotics systems, 
the development of insurance institutions, main-
tenance of security, etc.

5.  The Energy Strategy of the Russian Federa-
tion for the period until 2035 [12], which sets 
benchmarks and objectives to promote the socio-
economic development of the country, as well as 
strengthen and preserve the position of the Rus-
sian Federation in the global energy industry.

The digital transformation and intellectualiza-
tion in the FEC is one of the components for the 
modernization breakthrough to a more efficient, 
flexible and sustainable energy industry, capable of 
adequately responding to challenges and threats in 
its area and overcoming existing difficulties. As 
a result of their implementation, all processes in 
the energy industry will acquire a new quality, con-
sumers of products and services of the FEC will re-
ceive new rights and opportunities.

The strategy confirms that digital technologies 
are being rapidly developed and integrated in the 
FEC industries, which include the Internet of 
Things (IoT), 3D modeling, modeling and fore-
casting based on the analysis of Big Data, neural 
networks, cloud and fog computing, virtual and 
augmented reality, machine learning, computer 
simulation based on digital twins, intelligent sen-
sors, robotic process automation, additive manu-
facturing.

Moreover, among other measures for the devel-
opment of the energy industry, the following are 
defined:

—  integration of cross-cutting technologies 
(Scientific, Technical, and Innovative Activities 
section);

—  integration of automated and robotic tech-
nologies for the extraction (production) of energy 
resources (Section 3);

—  integration of robotic systems that exclude 
the presence of personnel in potentially hazardous 
environment (Section 4).

The strategic planning documents discussed 
above predict threats and risks in the integration of 
AI and robotics in the Russian FEC, and also in-
dicate the imperfection of the legal and regulatory 
framework not only for the timely application of 

high-tech products in the energy industry, but also 
to ensure energy security, balance the interests of 
all interested parties to such public relations.

With regard to the norms of special laws regulat-
ing general aspects of the Russian FEC function-
ing, it should be noted that the basic regulations 
do not contain clear requirements for maintaining 
energy security when integrating the systems under 
consideration. In particular, Federal Law No. 256-
FZ dated July 21, 2011 “On the Safety of Fuel and 
Energy Complex Facilities” [13], which is the ba-
sis for the maintenance of safety at energy facili-
ties, currently does not contain special rules on the 
restriction or partial application of AI and robot-
ics technologies, nor has the subject composition 
been established, as well as provisions defining le-
gal liability in case of harm caused by robots.

Industry statutes and regulations (for example, 
Federal Law No. 170-FZ dated November 21, 1995 
“On  the Use of Atomic Energy”, Federal Law 
No. 69-FZ dated March 31, 1999 “On Gas Supply 
in the Russian Federation”, etc.) also do not es-
tablish such rules, although, as noted earlier, some 
aspects of digitalization and the integration of AI 
technology have been the subject of scientific re-
search.

The exception is Federal Law No. 35-FZ dated 
March 26, 2003 “On Electricity Industry” [14], 
which establishes the basic requirements for an in-
telligent electricity (capacity) metering system, and 
Executive Order of the Government of the Russian 
Federation No. 890 dated June 19, 2020 [15] which 
specifies them.

Thus, despite the dynamic integration of AI and 
robotics into the energy industry of Russia, most 
aspects of this area are outside the legal environ-
ment.

Although there are strategic documents that 
clearly define threats from high technologies (in-
cluding in the energy industry), Russian laws do 
not have a universal ethical basis for the AI appli-
cation. Besides, the legislator does not take into 
account the importance of active and consistent le-
gal support for AI, in view of a preliminary study 
of all the risks assumed at the present stage, as well 
as the specifics of AI application in the FEC of the 
state.
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Examples of legal regulation  
of AI and robotics in the 

energy industry in foreign 
countries

The European Union. The development of digi-
tal and high-tech products in the laws of the Eu-
ropean Union is carried out on the basis of the 
Digital Transformation policy document [16]. Ac-
cording to the strategy, digital transformation is the 
integration of digital technologies by companies 
and the impact of these technologies on society; 
digital platforms, cloud computing and AI are 
among the technologies affecting all industries 
from transport to energy, agro-industrial complex, 
telecommunications, financial services, industrial 
production and healthcare.

Similar to the approach of Russian legislators, 
the analyzed instrument identifies possible threats 
and risks caused by the integration of AI and ro-
botics technologies: insufficient and excessive AI 
application, determining responsibility for damage 
caused by the product, maintaining information 
security, etc.

In this regard, in view of the potential systemic 
risks, the EU is introducing effective rules and 
a system of supervision in order to ensure an equi-
table, ethical, and safe transition to the new digi-
tal age.

In April 2021, the European Commission pro-
posed the first EU regulatory framework for AI, 
which notes that AI technologies that can be used 
in different applications are analyzed and classified 
according to the risk they pose to users [17].

As a result of a lengthy discussion, the AI Act 
was adopted in 2023 [18], which established obli-
gations for developers and users depending on the 
following levels of risk from AI.

1.  Unacceptable Risk: cognitive behavioral ma-
nipulation of people or specific vulnerable groups, 
biometric identification and categorization of peo-
ple, etc.

2.  High Risk, where are the AI technologies 
that negatively affect a particular type of security.

Firstly, AI technology that is used in products 
which are subject to EU product safety laws (for 
example, aviation, cars, elevators, etc.).

Secondly, AI technology related to specific ar-
eas of life and activity, such as management and 
operation of critical infrastructure (this includes 

energy facilities), government agency activities, etc. 
Such high-tech systems must be registered in 
a special EU database.

A specific mention of AI in the energy industry 
and utilities sector is found in the Critical Infra-
structure Management and Operation section, 
which details: “AI systems designed to be used as 
safety components in the management and opera-
tion of road traffic and the supply of water, gas, 
heating and electricity” [19].

3.  Universal Risk. High-performance general-
purpose AI models that may pose a systemic risk, 
such as the more advanced GPT‑4 AI model, will 
need to be thoroughly assessed, and any serious in-
cidents will need to be reported to the European 
Commission.

4.  Limited Risk. AI systems with limited risk 
must meet minimum transparency requirements 
that will allow users to make informed decisions. 
After interacting with the applications, the user can 
decide whether they want to continue using it.

This risk classification depends on the function 
performed by the AI system, as well as on the spe-
cific purpose and conditions of use of the system. 
At the same time, the Law establishes a method-
ology that helps identify high-risk AI systems with-
in the legal framework.

Thus, before placing an AI system on the EU 
market or otherwise putting it into service, provid-
ers must subject it to a conformity assessment.

Besides, the Law takes into account the system-
ic risks that may arise from the application of gen-
eral-purpose AI models, including large generative 
AI models.

The statute also establishes penalties for non-
compliance with the rules in the amount of €35 
million or 7% of global turnover to €7.5 million or 
1.5% of turnover, depending on the violation and 
the size of the company.

Thus, these rules will be implemented into the 
national laws of all member States of the Europe-
an Union, and will also be part of special regula-
tion, including energy regulation.

In the future, it is expected that rules will be ad-
opted to address liability issues within the frame-
work of the application of high-tech products (in-
cluding AI), as well as the revision of industry laws 
on different types of safety.
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Great Britain. In September 2021, the UK gov-
ernment published the National AI Strategy [20], 
which sets out the main goals of the state in the 
area, including comprehensive support for the 
transition to the digital economy, ensuring that AI 
will benefit all sectors and regions.

Supervision of the policy document implemen-
tation is entrusted to a specially established AI Pol-
icy Directorate, which became part of Department 
for Science, Innovation and Technology (DSIT).

Currently, in the UK, a number of regulations 
apply to AI, the subject of which includes data pro-
tection, consumer protection, product safety, as 
well as regulation of financial services and medical 
devices, but there is no comprehensive structure 
governing their use. That is, the state-legal AI and 
robotics regulation is carried out with the help of 
existing legal norms of general and sectoral regu-
lation.

Different regulatory authorities (for example, in 
energy industry) can apply an individual approach 
to the application of AI in different conditions. Be-
sides, the regulatory approach is based on a num-
ber of comprehensive (cross-sectoral) principles, 
such as safety, protection and reliability; appropri-
ate transparency and explainability, equitability, 
accountability and governance; as well as adversar-
iality and indemnification.

Thus, UK government authorities are develop-
ing existing regimes while intervening proportion-
ally to eliminate regulatory uncertainty and gaps. 
This contributes to the creation of an innovation-
oriented legal and regulatory framework that will 
be adaptable and future-oriented, supported by 
tools for trustworthy AI, including quality assur-
ance methods and technical standards. The pre-
sented approach provides greater clarity and en-
courages collaboration between government, reg-
ulators and industry to implement innovation.

Individual regulatory authorities will publish 
their annual AI strategic plans by April 30 of this 
year [21].

On the one hand, this approach allows covering 
a wider range of public relations and industries 
where high-tech products will be integrated into 
established stream of commerce. However, on the 
other hand, industry representatives note that con-
flicting or uncoordinated requirements from regu-
lators create additional problems of bureaucratic 
nature, while regulatory gaps can leave risks 

unaffected, damaging public trust and slowing 
down the AI integration [22].

Additionally, in the near future, it is expected to 
develop a “cross-economy AI risk register” in or-
der to create “a single source of truth on AI risks 
which regulators, government departments, and 
external groups can use” [23].

Besides, leading AI companies developing high-
ly efficient AI systems have committed to take vol-
untary security and transparency measures ahead 
of the first global AI Security Summit hosted by 
the UK government last November [24].

Thus, the UK offers an independent option for 
regulating AI and robotics technologies. As part of 
this approach, the Department for Energy Securi-
ty and Net Zero adapts energy legal rules and reg-
ulations to AI- and robotics-based technologies in 
a timely manner. Using cross-sectoral principles, 
the regulator should gradually update the legal 
framework regarding the requirements for the in-
tegration of such technologies into the UK FEC.

This innovative approach to AI regulation uses 
a principles-based framework that allows regula-
tors to interpret and apply AI within their author-
ity.

Conclusion

In the modern period of time, AI is developing 
rapidly, from generative language models such as 
ChatGPT to advancements in medical screening 
technology and optimization of energy resource 
distribution. Such a rapid spread of AI and robot-
ics technologies can lead to fundamental changes 
in almost all spheres of life and activity of the state.

At the same time, such changes have some risks. 
The spread of the technological revolution and its 
products has caused ethical and safety issues.

Due to the fact that high-tech algorithms are in 
most cases nontransparent, this can create uncer-
tainty and make it difficult to effectively comply 
with existing security laws and ensure a balance of 
all stakeholders’ interests. Therefore, legislative 
measures are needed to ensure a well-functioning 
internal AI system market, which properly address-
es both advantages and risks.

The energy sector of the economy is also subject 
to the integration of AI and robotics technologies. 
AI can be applied in the FEC for different purpos-
es, including forecasting energy consumption, 
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optimizing resource distribution and integrating 
renewable energy sources.

Moreover, it is required to address the special 
characteristics of energy industry as a complex in-
dustry, which significantly affects not only other 
industries, but also national security and socio-
economic development of the state.

Public relations arising in FEC functioning en-
sure the vital activity of both individuals and legal 
entities. That is why the energy industry should be 
clearly regulated by statutes of different levels and 
contents, defining rules of conduct and addressing 
all possible risks when updating it.

According to Victoria V. Romanova, the effec-
tiveness of the energy law and order largely de-
pends on the effectiveness of the legal regime of 
public relations in the key branch of the economy, 
the elements of the legal regime in their interrela-
tion [25].

Having studied the current state of legal regula-
tion of AI and robotics in the energy industry in 
the Russian Federation and foreign countries (us-
ing the example of the European Union and the 
Great Britain), it should be noted that in each ju-
risdiction a whole set of policy documents has 
been adopted that consolidate the goals and objec-
tives of AI development, as well as identify the 
main threats to the further integration of these 
technologies in different economic realms, includ-
ing energy.

Besides, there are material differences in legal 
approaches. To begin with, the European Union 
was the first to adopt a regulation establishing re-
quirements for AI in general. Such regulation is 
aimed to ensure that the systems used in the EU 
market are safe and comply with the laws current-
ly in force, and legal certainty is provided to facil-
itate investment and innovation, in the FEC of the 
EU member States as well.

The UK, in turn, presented an independent ver-
sion of legislative support for AI and robotics tech-
nologies, based both on the industry specifics of 
using these digitalization products (a regulatory 
approach) and cross-sectoral principles of securi-
ty and stability. Thus, each government agency can 
develop a departmental instrument setting stan-
dards for the introduction of AI in a certain indus-
try, for example, the energy industry.

The combination of the approaches studied 
makes it possible to improve national laws on AI 
and robotics integration in the Russian FEC.

It seems necessary to perform unification at the 
level of a federal law, the subject of regulation of 
which will be public relations with regard to AI, the 
levels of development of AI technology based on 
degree of risk will be determined, the admissibili-
ty of the use of certain high-tech products, and 
rules regulating legal liability in case of harm 
caused by these technologies and robotics will be 
introduced.

Besides, it is required to update the provisions 
of Federal Law “On the Safety of Fuel and Ener-
gy Complex Facilities” No. 256-FZ dated July 21, 
2011, expanding the safety requirements for the 
FEC facilities when implementing AI technology 
and robotics, including requirements for person-
nel who are in charge of safety, liability for viola-
tions of the Russian laws when applying AI, etc.

Additionally, at the level of subordinate regula-
tion, it is required to develop a legal framework 
(unified and sectoral) for the certification of AI and 
robotics technologies in critical infrastructure in 
different FEC industries (nuclear, gas, oil, and 
other types of energy).

The scope of application of AI technology is 
currently beyond state control (supervision). This 
gap can be filled by expanding the competence of 
the Federal Service for the Supervision of Environ-
ment, Technology and Nuclear Management 
(Rostekhnadzor).
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